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THE INTERNATIONAL ENERGY AGENCY
SOLAR HEATING AND COOLING PROGRAMME

International Energy Agency

The international Energy Agency, headquariered in Paris, was formed in November 1974 as an autonomous body
withim the framework of the Organization for Economic Cooperation and Development to establish cooperation
in the area of energy policy. Twenty-one countries are presently members, with the Commission of the European
Communities participating under a special arrangement.

Collaboration in the research, development and demonstration of new energy technologies to help reduce depen-
dence on oil and to increase fong-term energy security has been an important part of the Agency’s programme.
The IEA R&D activities are headed by the Committee on Research and Developrient (CRD) wich is supported
by a small Secretariat staff. In addition, four Working Parties (in Conservation, Fossil Fuels, Renewwable Energy
and Fusion) are charged with monitoring the various collaborative energy Agreements, identifying new areas for

cooperation and advising the CRD on policy matters.
Solar Heating and Cooling Programme
On of the first collaborative R&D agreernents was the IEA Solar Heating and Cooling Programme which was initi-

ated in 1977 to conduct joint projects in active and passive solar technologies, primarily for building applications.
The eighteen members of the Programme are:

Australia Germany N-orway

Austria Finland Spain

Belgium Italy Sweden

Canada Japan Switzerland
Denmark The Netherlands  United Kingdom
European Community New ngland United States

A total of eighteen projects or “Tasks” have been undertaken sice the beginning of the Programme. The overall
programme is managed by an Executive Committee composed of one representative from each of the member
countries, while the leadership and management of the individual Tasks is the responsability of Operating Agents,
These Tasks and their respective Operating Agents are:

* Task 1: Investigation of the Performance of Solar Heating and Cooling Systems - Denmark
+ Task 2: Coordination of Research and Development on Solar Heating and Cooling -~ Japan
* Task 3: Performance Testing of Solar Collectora - United Kingdom

* Task 4: Development of an Insolation Handbook and Instrument Package - Unated States
* Task 8: Use of Existing Meteorological Information for Solar Energy Application — Sweden
* Task 6: Solar Heating, Cooling, and Hot Water System Using Evacuated Collectors — Unated States
* Task T: Central Solar Heating Plants with Seasonal Storage — Sweden

* Task 8: Passive and Hybrid Solar Low Energy Building — United States

* Task 9: Solar Radiation and Pyranometry Studies — Germany

* Task 10: Material Research and Testing — Japan

* Task 11: Passive and Hybrid Solar Commercial Buildings - Switzerland
Task 12: Building Energy Analysis and Design Tools for Selar Applications - United States
Task 13: Advanced Solar Low Energy Buildings — Norway
Task 14: Advanced Active Solar Systemn — Canada
Task 15: Advanced Ceniral Solar Heating Plants (In Planning Stage}
Task 16: Photovoltaics in Buildings - Germany
Task 171 Measuring and Modelling Spectral Radiation — Germany
Task 18: Advanced Glasing Materials — United Kingdom

* Completed Task ’



Brief Description of Task 9:

SOLAR RADIATION AND PYRANOMETRY STUDIES

As activity in the field of solar energy research and application increased, a need was identified
for more accurate solar radiation and meteorological data to aid in resource assessment, system
design and evaluation, and solar collector testing. Task 9 was initiated to address this need and
to expand on the work accomplished in earlier IEA meteorological Tasks (4 and 5). The first
phase of the Task ran from October 1982 until June 1987 and consisted of three Subtasks, each
coordinated by a lead country;

e Subtask A: Small-scale Time and Space Variability of Solar Radiation (Austria);
e Subtask B: Validation of Solar Irradiance Simulation Models {Canada);

¢ Subtask C: Pyranometry (Canada).

The second phase of the Task ran from July 1987 until June 1991. The work is divided into the
following Subtask:

¢ Subtask D: Techniques for Supplementing Network Data for Solar Energy Applications
{Switzerland);

o Subtask E: Rrepresentative Design Years for Solar Ebergy Applications (Denmark);

¢ Subtask F: Irradiance Measurement for Solar Collector Testing (Canada).

Based on some of th eresulfs obtained in Subtask A and B, Subtask D was evaluating techniques
for estimating solar energy radiation resources at locations between network sites, using both
measured and synthetic data. In addition to the calassical statistical techniques for deriving
solar radiation data received at the earth’s surface (e.g., interpolation and extrapolation), new
methods, such as satellite-based techniques, were investigated.

As an alternative to measured meteorological data, several techniques have been developed
recently for simulating representative hourly data over the year using statistical techniques. This
approach is particularly suited to simplified design techniques since there are no uncontrolled
variables. Subtask E was concerned with developing recommendations on the most appropriate
methods for producing representative design years as input to solar energy system and building
energy system simulation models. .

Building on the work of Subtask C, Subtask F' focused on demonstrating the improved qual-
ity of solar radiation measurements now available. Participants developed guidelines on solar
radiation measurement for solar energy engineers and rpedicted achievable accuracies for such
measurements. Further experimental work on characterization of pyranometers were conducted,
and the improvement of terrestrial (longwave) radiation measurement for solar collector testing
was investigated.
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NOMENCLATURE

Researchers in solar climatology often use very different symbols
to indicate the same quantities, and sometimes the same symbols to
indicate different quantities.

Eleven years ago, Solar Energy magazine published a paper signed
by some of the most reknown researchers in the field, members of the
Ad-hoc Committee on Education end Stendardization, 1SES [31]. In
the paper standard symbols were suggested; nevertheless the use of
personal notations has continued. This phenomenon, which is pos-
sibly due to the fact that the subject is still young, does not cause
too many problems in a specific work report, but can produce some
misunderstanding and cause continuous cumbersome explanations in
a review paper. Thus, in this review we chose to use a unified “ra-
tional” (we hope) set of symbols. Of course, this implies that our
symbols will be sometimes different from those used in the original
paper which we will refer to.

I) Irradiation symbols

Unless otherwise specified the global, diffuse, beam, atmospheric
and extra-atrmospheric irradiation values (see below) refer to horizon-
tal surfaces. '

Each irradiation (or meteorological) quantity will be indicated by
a two letter symbol “XY™”, where X indicates the time interval to
which the irradiation refers and Y the type of irradiation (or of the
other meteorological parameter considered):

X = I instantaneous (one second to few minutes average) irradiation
(i.e. irradiance)

X = H hourly irradiation
X = D daily irradiation
X = M monthly irradiation

X = Y yearly irradiation
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Note that in notations suggested by Beckman ef al. the irradiances
are indicated with G and all irradiations with H.

Y = G global (D+B) irradiation or irradiance

Y = G, global irradiation under clear sky condition
Y = G4, global irradiation under cloudless sky condition
Y = D diffuse irradiation

Y = D,, diffuse irradiation under clear sky condition
Y = B beam (direct) irradiation

Y = B., beam irradiation under clear sky condition
Y = E extra-atmospheric irradiation

Y = § sunshine time length

Y = S, astronomical sunshine time length

Y = (C fractional cloud cover

Y = R relative humidity

Y = T air temperature

In notations suggested by Beckman et al. the global irradiances and
irradiations are indicated by only G and H, respectively, while the
beam irradiances and irradiations are indicated by the subscript b (7.e.
Gy and H,, respectively) and the diffuse irradiances and irradiations
are indicated by the subscript d (G4 and Hy, respectively).

With the notations used here, DG means daily global irradiation,
H R means hourly relative humidity, and so on.

IT) Statistical symbols
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We will use systematically f(z|y,z,...) to indicate the frequency
(or probability) density function (fdf) of the random quantity X un-
der the condition that the quantities Y, Z,... have given fixed values
Yy Zy- .., L.

f(zly,z,..)dz = Prob{z < X <z+de|Y =y,Z=2z,...}.

We will use the symbol F(z|y, z,...) for the corresponding cumu-
lative frequency (or probability) function (cff) for X, i.e.

Flz|y,z,...) = jl dt f(tly, z, ...).
The anticumulative frequency function {acff)
1 - F(z|y,z2,...)

will sometimes be used.

For example, F(z|(z),j) can indicate the ¢ff of a random quantity
X given that its expected value {z) is known and that, for instance,
the concerned month is j (j=1,...,12).

The symbol {...) will be used to indicate expected values of a ran-
dom quantity. Sometimes, mainly when reference is made to single-
month frequency distributions (see the following Introduction), aver-
age values will be indicated by an overbar ( as T for the average values
of z).

We will often colloquially use the term distribution to mean a fdf
or the corresponding cff.

When a distribution is not subjected to particular explicit con-
strains, (this is, in fact, never the case from a theoretical point of
view) we will indicate its fdf and cff by f(z) or F(z) respectively.

III)Shortening notations
We will use the symbol
z = a(b)c

to indicate that the variable = takes the values a, ¢ + b, a + 2b,. . .,c.
Moreover, the symbol
z = afb]c
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will mean that the range [a,c] of the variable = has been partitioned
into a number of intervals of width b, i.e. [a,a+b], [2a+b,a+2b], and so
on, and that a given value of z is classified according to the interval to
which it belongs. Specifications about the right or left closure of the
intervals, i.e. about the four possible cases [a, ¢, [a,¢[, la,c}, ]a, [ (for
instance, z € [a,c¢] means a < z < ¢) will be given explicitly if they
are relevant. :
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PREFACE

Ackermann [1] ascribes to H.B. de Saussure the invention of the flat
plate solar collector in the second half of the 18th century. Through-
out the 19th century sporadic examples of the use of this “technolog-
ical” solar energy converter are reported. More recently, during the
first half of our century, both experimental and theoretical investiga-
tions on solar energy conversion methods and tests on the efficiency
of the related conversion devices increased in number and continuity.
At the same time a similar trend was experienced in the market of
those technologies. 7

In spite of the long history of research into solar energy, the ques-
tion of solar irradiation climatology only gained substance in the late
nineteen fifties. This was probably due both to the extension of solar
energy utilisation in many sparsed countries around the world and to
the awareness that a better knowledge of solar availability (both in
space and time) was needed in order to improve the efficiency estima-
tion of the various conversion methods. Nevertheless, from the very
beginning solar climatology took two distinct paths.

The first, which can be identified as the “physical sky modelling”
route, led to important developments in the knowledge and schemati-
zation of the interactions between solar radiation and atmosphere, and
produced models which satisfactorily accounted for the measured solar
irradiation at the ground in terms of a number of physical and me-
teorological parameters (water vapour content, dust, aerosols, clouds
and cloud types, and so on).

The second path, which could be called the “statistical solar clima-
tology” route, arose mainly as a tool to help reach immediate goals in
solar energy utilization, though rapidly became an autonomous field
of both applicative and fundamental investigations. This second path
can be ideally subdivided into four topics:

a) descriptive statistical analysis, for each locality and period of
the year, of the main quantities of interest (such as hourly or daily
global, diffuse or beam solar irradiation, etc.) and statistical mod-
elling of the observed empirical frequency distributions;

b) investigations on the statistical interrelationships between the
main solar quantities measurements (for instance diffuse versus beam
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irradiaton) in order to break down the information, often in fact rather
incomplete, needed for applications. The same goal also regards ques-
tions about the spatial correlation between simultaneous solar data
at different localities;

c) investigation on the statistical interrelationships between some
commonly available meteorological parameters (such as hours of sun-
shine, cloudiness, temperature and so on) and the simultaneous cor-
responding value of the main solar irradiation quantities;

d) statistical analysis of the underlying rules and parameters which
can account for the observed stochastic features of the time sequences
of solar irradiation data on a given time step (mainly the hour or the

day).

Of course, the “physical” and “statistical” routes to solar meteorol-
ogy are not unrelated to each other. On the one hand, the parameters
which govern a physical model of the sky take, hour by hour or day
by day, values which fluctuate according to the fluctuating changes in
the meteorological and environmental situations. Thus, if one is inter-
ested in using a physical model in order to account for the real data,
statistics must be introduced at the level of the model parameters.

On the other hand, any rough statistical analysis which does not
carefully choose the “right” quantities to be invesigated — taking into
account their fundamental physical and meteorological relationships
— is destined to give trivial and/or useless results (and sometimes
misleading suggestions).

In this report we will give a synthetical description of the state of
the art attained in the last two or three decades about topics a}, c)
and d) above. Although we have tried to point out the main steps
accomplished we do not claim quotation completeness nor complete
explanation of all details of the quoted works. With regard to the
latter, the reader can make reference to the Bibliography at the end
of this report, whereas for the former we can only apologize to the
unquoted researchers for the (almost unavoidable) omissions.
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INTRODUCTION

We assume that the climate of a given locality is fully described
by a set of (possibly interrelated) stochastic processes

z(t), y(t), z(2),...

each representing the stochastically determined time evolution of a
specific climatological quantity (solar irradiance, wind velocity and
direction, temperature, humidity, pressure, and so on). Since no sec-
ular changes in climatic conditions are considered, the set of pro-
cesses is stochastically periodic (with period equal to one year) or
ciclostationary, i.e. with probabilistic parameters periodically vary-
ing in time.

In particular, the solar climate consists of the subset of processes
which are related to the solar global, diffuse and beam irradiance on
the ground and/or to other solar quantities which are connected with
those, such as the sunshine index, the ratios of the various irradiances
with the simultaneous extraatmospheric irradiance on a parallel plane,
ete.

According to the different climatological goals, the continuous sto-
chastic processes z(t), y(t), z(t), ... can be substituted by stochastic
sequences (i.e. stochastic processes with discrete time parameter £),
obtained by averaging, integrating or sampling them on an appropri-
ate time basis (for instance the hour or the day).

Thus, for example, each daily observed quantity (say the daily
global irradiation or the diffuse irradiation from 9 a.m. to 10 a.m.)
is represented by a ciclostationary stochastic sequence with time step
one day and period one year. Even with this simplification, a great
number of measured years is needed in order to obtain a satisfactory
statistical knowledge of the behaviour of the concerned sequences.
Unfortunately, such a great number of measured years is in general
not available. ‘

Therefore, one usually more or less implicitly assumes that the
daily observed climatological sequences are stepwise stationary, i.e.
that, in spite of the intrinsic ciclostationarity, during appropriately
chosen partitions of the year the subsequences are approximately sta-
tionary. This way their stochastic characteristics (relative to each
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partition} can be evaluated on the basis of a fictitious larger sample
(number of allowable years times the number of days in the partition).
This of course implies the assumption that single realizations of daily-
based stochastic sequences during each chosen section of the year, are
stochastically representative, independently from the considered year,
of the ensemble of all the possible analogous realizations.

Normally the chosen sections of the year are months, both for
practical and theoretical reasons, but other sectioning procedures can
be found in literature.

Thus, concepts such as “monthly frequency distribution” of a given
daily referred quantity arise in the statistical analysis. Some caution
must be applied to this topic, since the "monthly frequency distribu-
tion” of a daily quantity may represent its frequency distribution over
a specified 30-day period (for instance, November 1977 in a given
locality) or its frequency distribution over all statistically available
Novembers (theoretically all conceivable Novembers, in that locality,
disregarding secular climatical changes).

In the following we will use the words ensemble monthly distri-
bution in the latter and single monthly distribution in the former
case, avoiding the word long —ferm as synonimous of ensemble (since
“long” and “short”, referred to the number of necessary years to ob-
tain satisfactory estimates, depend on a variety of factors).

Oune can investigate, for instance, if the single January monthly
frequency distributions of the hourly global irradiation between 11
a.m. and midday during the period 1958-1968, i.e. eleven different
distributions, are statistically consistent to each other or each one to
the ensemble January monthly distribution (all January’s together).

Note, moreover, that both ensemble and single month frequency
distributions are found in literature, which only refer to months which
show specific statistical characteristics, for instance monthly distribu-
tions of daily global irradiation with a given daily global irradiation
average value.

In the following chapters we report the main results obtained in
the last three decades regarding the concerned topics. In the first
chapter, frequency distributions of a number of solar climatological
variables are described as they have been studied and modelled by
the researchers in the field. In chapter two, some statistical relation-
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ships between solar irradiation and other climatological quantities
(sunshine, cloud cover, relative humidity, and so on) are discussed.
In the third chapter, methods and results are reviewed concerning
the time series analysis and modelling of solar irradiation quantities.
Finally, in the fourth chapter, methods are described used to disag-
gregate global solar irradiation into diffuse and beam irradiation.
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Chapter 1

FREQUENCY
DISTRIBUTIONS

1.1 Relative Sunshine Durations (DS/DS,)

The sunshine measurements obtained, for instance, with the well
known Campbell-Stokes solarimeter, are the more likely solar irradia-
tion related measurements available around the world, mainly for the
distant and recent past.

Regression formulae for daily irradiations (mainly DG/DE, though
even DB/DE, DD/DE and DG/DG.,,) versus DS/ DS, for many lo-
cations, meteorological conditions, different periods of the year, and so
on, are very frequently found in literature, starting from the Angstrom
work on this topic [14] [13] [12].

Ensemble frequency distributions of DS/DS, can be easily ob-
tained from the available measured time series.

A feature common to these distributions is a bimodality, or —
when this is absent — a marked skewness, (i.e. asymmetry with
respect to the mean), as reported for example by Lestienne [156] in
his work on the dichotormnic DS/DS, time series at Odeillo, France,
based on about three years of measurements (see Fig. 1.1). !

1This bimodality, is known to be typical not only for }5/DS, but also for cloud
cover and short-period beam irradiation distributions, two quantities intuitively
related with the former.

23
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Figure 1.1: Monthly distributions of DS/DS, relative to Odeillo,
France. The bimodality and the skewness are evident. From Lestienne
(79)
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Goussebaile et al. [112] report the twelve ensemble monthly acffs
(with DS/DS, = 0.00[0.02]1.00) based on the data of Perpignan
(France) for the years 1949-1975. These curves confirm the previously
noted main features. The authors try to fit the monthly curves with
third degree polynomyals {coefficients are not reported), obtaining a
reasonable coherence (see Fig. 1.2).

Andretta et al. [11], while evaluating the errors made in estimating
the global solar irradiation from the relative sunshine measurements,
report examples of DS/DS, seasonal frequency distributions which
confirm their customary skewness and bimodality (see Fig. 1.3).

Barbaro et al. [20] show, using four years of daily data for eleven
Italian locations, that the single monthly fdfs for DS/DS, for any
given locality only depend on the corresponding average value DS/ DS,
(the F-test [226] with « = 0.05 is used to support this statement). See
Fig. 1.4.

The authors claim that the same dependence holds for the ensem-
ble monthly fdfs of DS/DS,. The distributions, both fdfs and edf,
are scanned with DS/DS,=0.0{0.1]0.9.

In a subsequent work Barbaro et al. {23] examine, using the same
scanning intervals and the same data base, the possible location de-
pendence of the monthly distributions, examining 11 Italian locations.
Using the Kolmogorov-Smirnov test [88] at a confidence level & =
0.05, they find that, apart few exceptions, for each given {DS/DS0) no
location dependence can be shown. Thus, they can give (see Fig. 1.5)
a set of reference cffs F(DS/DSo|{(DS/DSo)) almost valid for all
Italian locations.

The authors compare the obtained curves with the set of Bendt-
like curves

_ _ezp(y 2} — ezp(y Tmin)
F(33 I (E)) - ezp('y zmu) — e:l:p(‘;( :cm,'n)

where z = DS/DS,.

They set 2, = 0.01 and ., equal to the maximum observed
value: z,,4. is allowed to vary from month to month. The v value
is iteratively calculated in terms of {DS/DS0), Tmin, Tmar, IMposing
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Figure 1.2: Monthly acff’s of DS/ DS,, based on the data measured in
months from December to July (above) and from July to December
(below) in Perpignan, France, in years 1949-1975. The continuous
lines give the smoothed frequencies obtained by fitting the empirical -
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Figure 1.3: Typical frequency distributions of DG/DG,, values in
Italy: (a) througout the year; (b) winter (December-March); (¢} sum-
mer (June-September). From Andretta (82).
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Figure 1.5: Cumulative frequency distributions of DS/DS, relative
to 11 Italian locations. From Barbaro (84).
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that:
_ [inas de 2 exp(y )
(m) B ea:p('y zmaz) - emp(*y T'min)
i.e.
(z) = Tmaz €ZP(Y Tmaz) — Zmin €ZP(Y Tmin) 3 }_
e2p(Y Tmaz) — €ZP(Y Tmin) ¥

A not so bad agreement is obtained, as one can see in Fig. 1.6.

1.2 Global irradiation

1.2.1 Daily global irradiation (DG)

Among the solar irradiation measurements, the daily global val-
ues have been for a long period (and possibly are still nowadays) the
most frequently recorded data. Nevertheless they have not usually
been treated by statistical methods or even graphically shown, since
a previous normalization by the corresponding extra-atmospheric ir-
radiation values DE has recently become a customary detrendizing
practice (see next sections).

By analyzing the monthly ensemble DG frequency distributions
for many U.S. stations, Bennet (39] [38] pointed out that they are
negatively skewed and occasionally bimodal, and suggested that, due
to these features, the median and the interquariile range give better
information on the distributions than the meaen and the standard vari-
ance (but, if one is interested in long term irradiation totals in a given
locality, the mean retains of course its worth).

Klink [147] confirms the observations of Bennet, pointing out that
the monthly DG frequency distributions (eleven years at St. Paul,
Canada) are negatively skewed (i.e. with a left tail), platycurtic (i.e.
less peaked that the gaussian fdf) and tend to be bimodal.

Baker and Klink [17], investigating such deviations from the nor-
mality, explicitely show the differences between the mean and the
median for six monitored localities in the North-Central U.S. regions.
They find that the skewness decreases as cloud cover increases and
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(...) cfd’s of DS/ DS, relative to 11 Italian localities. From Barbaro
(84).
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Figure 1.7: Yearly cff of DG relative to Singapore. From Rao (78).

that, even in Winter , more skewed distributions are found for sta-
tions with lLittle cloud cover 2.

Rao and Lim [209] report the ensemble (10 years) yearly acff and
fdf of DG relative to Singapore. (see Fig. 1.7), the ensemble monthly
distributions with the DG values classified in three broad classes, and

the percentiles { 0.05(0.05)0.95 ) for monthly distributions.

Other sparsed examples of DG frequency distributions, mainly
relative to single years, can be found in some solar climatological
overviews such as, for instance, that given by Goh [102] for Singa-
pore, which also reports the short — term (five years) monthly DG
distribution with DG = 0[{100]600 cal/sgcm. See Fig.s 1.8 and 1.9.

3By using the Smirnov statistics, these authors demonstrate that at least six
years of data are needed to obtain stable estimates of ensemble monthly frequency
distributions.
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Figure 1.8: Comparison of distributions of measured and estimated

values of DG. From Goh (79).

1.2.2 Scaled Daily Global Irradiation (DG/DG)

The most well known example of scaled DG distributions is at-
tributed to Liu and Jordan [164]. Using five years of daily data from
27 U.S. localities they were able to draw a set of generalized ensem-
ble monthly eff for DG/DG, each corresponding to a given value of
(DG/DE) (see Fig.s 1.10, 1.11, and Fig. 1.12). These curves are not
conceptually different from the more famous { DG/ D E)-parametrized
DG/DE ensemble monthly cffs (see sec.2.2.4), but are of some rel-
evance — as one can see in Fig. 1.10. The figure, in fact, refers to
vertical south facing surfaces — for their similarity with the corre-
sponding HG/HG curves which are used to calculate the monthly
“utilizability” for solar collectors. Indeed, this similarity had already
been recognized by Hottel and Whillier [123].
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1.2.3 Scaled Daily Global Irradiation (DG/DG.,)

Bois et al. [53] [54] suggest that in order o compare the DG
distributions relative to different localities or different seasons it would
‘be appropriate to normalize DG by the poteniial or clear sky global
daily irradiation DG,,; a quantity which can be calculated using some
atmospheric model or simply estimated from the data by enveloping
the maximurmn values of D@, and which depends, for a given locality,
on the time of the year. They also report the monthly acffs for some
months at Carpentras (France) (see Fig. 1.13).

The distributions of the scaled DG , ie. DG/DG,,, have been
investigated by Exell [84].
Exell calculates DG, by the empirical Fourier formula

3 3
DG, = ¢ + Zc.- cos(z t) + Z°3+i cos(z t)

=1 =1

where
Ny — 80

365
(n4 is the day number}, which reproduces for suitable chosen c-values
(which are in turn polynomial functions of the latitude) the values of
DG, tabulated for tropical latitudes by Schuepp [227].
He divides the year into 8 periods {semi-seasons of about 45 days)
and for each period tries to fit the DG/DG,, distribution with a
DG /DG, parametrized binomial distribution

i = 360

#DG/DG.0 | DG7DGz) = 100 3 ) (1=
with _
_ 10DG/DG., — 1

9
and s = 0,1,...,9. See Fig. 1.14.

1.2.4 Daily Global Clearness Index (DG/DE)

Except for some previous studies by Whillier {256] the importance
of the daily clearness index DG/DE in solar climatological research
dates from the fundamental work of Liu and Jordan [163].
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Figure 1.13: Monthly acff’s relative to DG/DG., for months from
July to January at Carpentras, France. From Bois (78).
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Figure 1.14: Frequency distribution of DG/DG,, at Bangkok. Verti-
cal bars: actual percentages; horizontal lines: calculated percentages.

From Exell (81).

Liu and Jordan discovered, among other relevant relations, that
the ensemble monthly ¢ff curves for DG/DE do not vary significantly
with the name of the month or the locality, but mainly depend on the
single month average DG/DE in the considered month {see Fig. 1.15).
In fact, they analyzed the quantity DG/DE., where DE. represents
the daily extra-atmospheric irradiation during a *“central” day of the
concerned month: note that this can cause some anomalously high
DG/DE values.

In their analysis they used 5 years of data for 27 U.S. localities,
with latitudes between about 19 and 55 degrees North (but mainly be-
tween 25 and 50), and deduced a set of generalized monthly ensemble
cffs

F = F(z|7)

with
z = 0.04(0.04)1.00

and

7 = 0.3(0.1)0.7.
where z = DG/DE.

The values of F(z | E) and the corresponding curves are shown in
Fig. 1.16 and Fig. 1.17). The authors suggested that, due to the large
interval of latitudes and to the variety of climatic conditions, these
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curves have some approximate though universal validity {nevertheless
they do not fit them with any mathematical formula).

From the Liu and Jordan paper onwards, almost every researcher
concerned with the daily global irradiation statistics has been obliged
to compare and/or test his own monthly distribution with the L-
J curves. For instance, Ambrosone et al. [10] reported in 1978, i.e.
about twenty years later, the fdf's for DG/DE=0.0(0.2)1.0 relative to
four Italian localities, with DG/DE= 0.30(0.05)0.70 (no explanation
of the fitting curves is reported) (see Fig. 1.18).

In the late seventies, Bartoli et al. [27], used three years of DG
measurements for 17 Italian stations in order to calculate the DG/DE
frequency distributions relative to each individually considered month.
Comparing them, they showed, using the F-test for variance compari-
son [226] at a confidence level a = 0.05, that — for each given locality
— months, with the same DG/DE=0.25(0.05)0.75 values, have the
same DG /DE frequency distribution. Moreover, they show, using
the Smirnov test [88] at the same confidence level, that the DG/DE
parametrization also holds for months measured in different Italian
localities. These results allow the authors to build monthly general-
ized cff's and fdf's for DG/DE, for DG/DE=0.0{0.1)1.0 and with the
DG/DE values above reported (Fig. 1.19).

One must mention on the other hand that Theilacker and Klein
[247], by re-examining the Liu and Jordan data twenty years later,
suggest that some site dependence in fact does exist.

An interesting feature of the DG/DE monthly frequency distri-
butions is their marked non normality.

For instance, Graham et al. [113] show that the skewness coeffi-
cient and the ercess kurtosis of some analyzed DG/DE distributions
are by far incompatible with normality. In Fig. 1.20 the values of
the DG/DE monthly average, standard deviation, skewness, kurtosis,
minimum and maximum values are reported for each month.

This is why, starting from the eighties, many authors looked for
formulae fitting the DG/ DE monthly frequency distribution.

In 1981 Bendt et al. [36] repeat the analysis performed in 1960
by Liu and Jordan, using data recorded in 90 stations in the con-
tiguous U.S. and for approximately twenty years of observation, in
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Figure 1.18: Monthly frequency distribution curves of DG/DE for
months with DG/DE = 0.30(0.05)0.70. From Ambrosone {78).
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Figure 1.19: Generalized monthly frequency distribution curves of
DG/DE. From Bartoli (79).
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K, Oxr 81 &2 Ky K.
Jan 0.297 0.197 0.532 -0.971 0.023 0.751
Feb 0.390 0.228 0.184 -1.375 0.031 0.770
Mar 0.433 0.234 =0.051 —1.495 0.041 0.786
Apr 0.478 0.204 -0.291 -1.217 0.079 0.796
May 0.527 0.183 —-0.683 ~0.659 0.061 0.782
Jun 0.510 0.194 —0.586 -0.915 0.078 0.767
Jul 0.575 0.177 —-1.149 0.148 0.072 0.768
Aug 0.535 0.183 -0.765 -0.597 0.065 0.760
Sep 0.528 0.204 -0.797 —0.695 0.066 0.773
Oct 0.412 0.228 —0.182 —1.480 0.027 0.749
Nov 0.321 0.198 0.335 ~1.115 0.037 0.736
Dec 0.275 0.192 0.678 ~0.77% 0.017 0.772

Figure 1.20: Summary statistics of monthly DG/DE data, relative
to Vancouver: month, monthly average DG/DE, standard deviation,
skewness, kurtosis, minimum DG/DE, maximum DG/DE. From
Graham (88). '

order to confirm the previous results. They consider about 21600 sin-
gle monthly frequency distributions (remember that work of Liu and
Jordan was based on five years data only), from which they extract
those fdfs whose monthly averages DG/DE are near enough to the
values 0.3(0.1)0.7 (differences of 0.01 are allowed).

An overall comparison of the long-term parametrized distributions
with those of Liu and Jordan reveals a good agreement (see Fig. 1.21)
except for high values of the daily clearness index (this is easily ex-
plained by the fact that Liu and Jordan use the same fixed DE value
for all days of a menth). Moreover, the authors are able to show the
existence of a systematical seasonal trend by dividing months into
three seasonal groups with the same DG/DE value.

Bendt et al. chose the following "seasons”: May, June , July and
August (MJJA), September, October and March, April (SOMA) and
November, December, January and February (NDJF). Finally, for
each DG/DE, they compare all the individual ¢ff’s (single location
and month) with the general cff with the same DG/DE and calculate,
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Figure 1.21: Monthly ¢ffs of DG/DE parametrized by DG/DE

(above). Seasonal dependence of the same curves (below). From

Bendt (81).
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for each value of the cumulative frequency F, the standard deviation
of the corresponding set of values DG/DE. Thus the indeterminacy
of the “generalized” cff has been investigated and estimated (see
Fig. 1.22).

To conclude their work, the authors analyze, with an approximate
asymptotic calculation, the “monthly” frequency distributions which
would arise if a (very long) DG/DE “month” was constituted by a
purely random sequence of DG/DE days — with uniform probability
distribution between 0 and 1 — with the sole constrain that the final
DG/DE has to assume a specified value. Bendt et al. deduce the
density (in the following « = DG/DF)

_ v exp (7 z)
flz|z) =
( ) exp ('T 3ma:) — €Xp (7 mmiﬂ)
in the range z,in < ¢ < Zymaz, Where Tpin = 0.05, Ty, 18 appropri-
ately chosen for each month, and v is implicitly given by the already
seen average value expression:

- _ Zmaz eZp(Y Tmaz) — Tmin €ZP(Y Tmin)

1
efEP(‘T zmm:) - 6931)(7 zmin) ’T.
The corresponding cff is then given by:

Flz|z) = &2 (¥ Tmaz) — €xp {7 Tmin)
exp (Y Tmaz) — €XP{7Y Trnin)

Comparison with the experimental curves, taking z.,,, suitably
dependent on F, shows a good agreement (see Fig. 1.23).
A few years later Reddy et al. [217] suggest the choice

Tmaz = 0.362 + 0.397 %

In 1981, Biga and Rosa [{46], analyzing eight years of daily data for

Lisbon, considered, month by month, the average DG/ DE™ over pe-
rieds of N = 1, 5, 15 and 25 consecutive days 3. They investigated, for
each N and, given the monthly DG/DE, the frequency distributions

of DG/ DE(N) (Fig. 1.24). They found that, to any given cumulative

31t is evident that the one-day average of DG/DE, i.e. DG/DE 1), coincides

with the measured DG/DE.
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Figure 1.23: Comparison between the ¢ff's of real insolation data and
random insolation sequences. From Bendt (81).

frequency F=0.1(0.1)0.9, the corresponding DG/DE value is given
by

[DG/DE|(F,N) = o(F,N) DG/DE"" + b(F,N)

For example, the median {(F=0.5) of the “one day” DG/DE fre-
quency distribution for a month with DG/DE = 0.4 is given by

([DG/DE](0.5,1) = «(0.5,1) 0.4 + 5(0.5,1).

Biga and Rosa tabulate and draw by interpolation the two func-
tions a( F, N) and b(F, N). Furthermore they derived the correspond-
. AT . T . . .
ing ¢ffs for DG/DE" ', given DG/DE. Comparison with the Liu
and Jordan curves show a fairly good agreement.

Suercke and McCormick [243] indicate an explicit and very good
approximate explicit formula for 4 in the Bendt frequency distribu-

tion, given by

-5:-- . Tmar — Tmin
v = Atg(n )
Tmar — Tmin

where, for z,,;, = 0.05,

A = 15.51 — 20.63 Zmax + 9.00 2:Eru:la:
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Figure 1.24: Monthly ¢ffs of DG/DE ) (see text for the definition
of this quantity) parametrized by DG/DE. From Biga (81).
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One can note that, since the Bendt formula for % can be written

T — Tmin . 1 1

Cmar — Lmin - 1 - erp ["_7 (mmax - a=miﬂ)] 7(mmax - mmin)

then « results in a function of (2;,4; — Tmin) and of the normalized
clearness indez
Z — ZTmin
= —  “min
Trgz — Tmin
In 1983, Hollands and Huget [120], in a general article about the
probabilistic distributions of the global clearness indices, assert that,
among the standard handbook forms for the fdf's, the function which
gives the best fit for the Liu and Jordan curves (assumed to range
between 0 and their an empirical upper bound z,.,;) is the modified

Gamma density

flzlz) = C(1 -

) ezp(A z)

where, as before, ¢ = DG/DE. This distribution accounts for a
reasonable vanishing of the fdfwhen the variable tends to its maximum
value. C is a normalization factor which depends, in an analytical

form, on A and z,,,,; furthermore A can be iteratively calculated from
the formula

(3 + Zmar) (1 ~ e2p(A Trmaz)) + 2 Tonaz €2P(A Timar)
ezp(A Tmaz) — 1 — A Tomar

The A dependence on T and z.,4; is found to be very closely ap-
proximated by

2T — 17.59 exp(—1.3118 T') — 1062 exp(—5.0426 T")

zmnr

A =

where I' = Znaz/(Zmaz ~ T). ‘

By best fitting the 1963 L-J curves, Hollands and Huget fix 2,5, =
0.864 and give a table for C and A for 7=0.300(0.005)0.700. See
Fig.s 1.25 and 1.26.

The agreement with the Liuz and Jordan curves is good, the ob-
served differences being of the same order as the location-to-location
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DG/DE/DG/DE. From Hollands (83).
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or month-to-month variability reported by Liu and Jordan. Though
the comparison is performed with the daily clearness index curves, the
authors claim to believe that the given formula holds better for the
clearness index relative to one hour or less. On the other hand, they
recall that Liu and Jordan found very little difference, in practice,
between the two kinds of distributions.

A further formula for the DG/DE distributions was proposed in
1984 by Olseth and Skartveit [190]. As a result of the clear bimodal-
ity of the cloud cover distribution within the temperate storm belts,
they suggest a formula given by a mixture of two modified Gamma
distributions (”clear sky” and “overcast sky” distributions).

Their work is based on a very rich sample of daily values relative to
8 locations close to the sea, with latitudes ranging from 49.3 to 69.7,
covering twenty seven years (development sample) and nineteen years
(verification sample) respectively. They consider the uniformized daily
clearness indez (z = DG/DE)

Z — Tmin

b =

Trmazr — Tmin

where &m,, ranges between 0.02 and 0.05 and z,,,, ranges between 0.7
and 0.8, depending on the month. Examination of the data with &
partitioned into intervals of width 0.1 is performed. The bimodality
of the observed frequency densities is accounted for with the formula

f((b |6) = w G(éa)\l) + (1 - w) G((PTA?)
where 0 < w < 1 and G is the Gamma density:

_ (1 — @) ezxp(X &))
G(®,3) = Jd® (1 — ) exp(A B)

The A; and A, parameters are determined by the best fit, which gives:

A = —6.0 + 21.3%

Ay = 3.7 + 35 exp(—5.3 5)
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The weighting factor w is determined by probabilistic constraints to
be

w ~ 0.81 — 0.4323;+ (& — 0.377)° — 23.8 (% —0.415)*

(see [190] for greater details).

The authors compare both their model and that of Hollands-Huget
with the fdf extracted from the verification sample, using all data to-
gether and separating different localities, and find an excellent agree-
ment between their model and the data (Figs. 1.27 and 1.28).

Saunier et al. [222] question the presumed universal validity of
the Liu and Jordan curves, mainly for tropical regions. Thus they
suggest a single monthly distribution model for DG/DE *. They find
that neither the L-J DG/DE distributions nor that of Bendt (with
fixed DG/ DFE,,;) fit the data close enough for Bangkok (five years of
measurements). Same misfits are claimed to exist for Chiang Mai and
for Indian localities such as Madras and Calcutta [115]. Thus, they
suggest modifing the Bendt formula to take into account higher order
terms in the theoretical calculation of Bendt et al. [36] and propose

=z |7) = z(l — z)ezp(y )
P T Tdoo(i-2) eaplr o)
where ¢ = (DG/DE)/(DG/DE,,;.) and « is given implicitly by

ezp(y) (1> — 47 + 6) — 27 — 6
yleep(y) (v — 2) + v + 2
The authors compare, both monthly and yearly, for Bangkok, Chi-

ang Mai and Bet Degan (Israel) the weighted standard deviations
(wsd) given by

(s) =

1 N

wsd? = 1 €7 [feate(@i | B) = forslz: | T))
=1

finding a general improvement using their model with respect to the
Bendt model (see Fig.s 1.29 and 1.30).

*More precisely, the distribution function is obtained examining the individual
experimental monthly distributions and not distributions relative to ensembles of
choosen months of many years.
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Figure 1.27: The proposed fdf's (a) and cdf's (b) of the uniformized

daily global irradiation ® (see the text) for various values of ®. From

Olseth (84).
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Gordon and Reddy [111] suggest the general formula

)

T

flzg) = Az" (1 —

max

for

_ DG/DE
~ DG/DE ’
where DG/ DE is the single month average. The parameters A, n and

Tmar are determined, using the normalization condition and knowing
the values of the mean Z = 1 and of the variance o*(z), as

n+3
n+1

(n+1)(n+2)
+1

mma:s -

A =

n
zde

8 .1
2z
o?(z)

The authors note that the single monthly average DG/DE and
the single monthly variance of DG/DE are seldom available to the
designer. Thus they suggest the use of the previous frequency distribu-
tion with the ensemble monthly average and variance (see Fig. 1.31).
Nevertheless, recognizing that even the knowledge of the ensemble
monthly variance is not so customary, they can only suggest that the
single monthly variances should be recorded in future together with
the single monthly averages.

Gordon and Reddy claim that the use of the variance as a second
parameter for the DG/DE frequency distributions can help to more
adequately describe universal curves, largely independent from the
various climates.

n o= —25 + 0.5(9. +

1.2.5 Hourly Global Irradiation (HG) and Hourly
Mean Irradiance (IG)

In the past, estimations of the HG monthly frequency distribu-
tions have been performed mainly in order to assess, on a monthly
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basis, the “utilizability” of global solar irradiation (i.e. the useful en-
ergy collectable by some solar energy conversion device with a lower
threshold).

In fact, these assesments has been done by many authors by re-
placing the ensemble monthly edf of solar irradiance, IG {power per
unit surface}, on the ground, with the ensemble monthly edf of the
corresponding hourly averaged irradiances (IG = HG/3600 with, for
instance, HG in joule sgm™" and IG in watt sgm™1).

More significantly, one can use the curve which describes the monthly
mean time per day, t, corresponding to solar irradiance IG greater
than a given value. Inverting this relation, that is expressing IG as
a function of £, the useful collected solar energy is in this case simply
expressed by

/ “ &t (TG(t) - TG.)

where IG, is the threshold irradiance and £, the corresponding monthly
mean time per day (in seconds).

Gicquel [100] gives a few exemples (for Nice, La Rochelle and
Rennes) of a single monthly curve of this type IG = IG(n,), where
7, represents the monthly mean time per day measured in hours. He
also tries to fit the curves with a power formula

—_— 14 — nnp

IG = 25(———"

where d and e are fitting parameters whose variability is attributed to
astronomical and/or meteorological local conditions (see Fig. 1.32).
In a subsequent work [99] he prefers the fitting of formula

- S
G = Sy exp(Bny) + 1

— A

and points out that this formula (known as logistic curve) has an
intuitive meaning and is mathematically tractable with some ease (see
Fig. 1.33). Nevertheless, due to “some inherent fitting imprecision”,
the same Gicquel et al. 2] finally propose a fifth order polynomial fit
(the coefficient values are not reported). See Fig. 1.34.

Bedel [32] compares the hourly and six-minutes measurements of
average IG, taken at Carpentras on various sloping surfaces and for
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different months, showing that minor differences exist between the
two series of measurements, more or less evident depending on the
considered month and slope angle. Thus, hourly averaged IG’s seemn
to be sufficiently precise for accurate evaluation of the utilizable solar
irradiance during a day.

Bourges and Lasnier [56] examine the same kind of curves by Prin-
cipal Component Factor Analysis and find that they depend on four
parameters:

o maximal irradiance JGmq: (solar noon, clear day);
o day length d;

¢ mean daily irradiation DG;

¢ secondary climatic and geographical factors €, 3.

For the French localities, they propose the formula

ng = d(1-y)(1 + B,y + Byy® + Byy® -{-B.,;y‘l)

where y = IG/IG .. and the B-coefficients are linear functions
of €; and of the first, second and third powers of m/(IGmm. d).

It 1s worth noticing that all these monthly irradiance-time curves
may be easily modified to get the monthly ecffs for HG (all hours
of the day together). In fact, the previous values of ny divided by
the daylength in hours (costant daylength is assumed) also represent
the fraction of hours in the concerned month with hourly global ir-
radiation greater then the corresponding (hourly averaged) IG value
multiplied by 3600 sec (i.e. HG).

Negative skewness and tendency to the bimodality, typical of the
short period beam irradiation, are reported for HG by Baloutkis and
Tsalides [18] — see Fig. 1.35.

1.2.6 Scaled Hourly Global Irradiation (HG/HG,,)

Distributions for HG/HG,, during a day, given DG/DG — cs,
are reported by Exell and Huq [86]. Exell [84] suggests frequency

5These parameters are not better defined in the quoted paper.
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distributions of HG/HG., analogous to those already suggested in
the same [84] paper for DG/DG,,.

Engels et al. [81] observe that the standardized HG (i.e. HG/HG,,)
frequency distribution for the single hour midday to 1 p.m., examined
for each day of March during the period 1953-1975 shows, in fact, the
same characteristics as the daily data (as shown by Bennet [38]) and
even weekly data (as shown by Baker and Klink {17]). The authors
particularly point out the existence of negative skewness and occa-
sional bimodality.

A confirmation of these facts can be found in the work of Olseth
and Skarveit [191], who propose, also for the hourly normalized clear-
ness index HG/HG,., (HG,, is calculated using a clear sky transmit-
tance model) the same formula previously used by the authors to fit
the daily data distribution {190]. The hourly curves, parametrized by
the expected value (@) of the uniformized clearness index, are based
on 43627 hourly measurements (data from 1965 to 1979) and show
more evident bimodality with respect to the corresponding daily fdf's
(see Sec 2.2.4).

1.2.7 Hourly Global Clearness Index (HG/HE)

As already said, Liu and Jordan [164] found little difference,
in praciice, between the daily and the hourly clearness index ensem-
ble monthly distributions, mainly for the central hours of the day, In
fact Hollands and Huget propose their formula mainly for HG/HE.

Negative skewness and tendency to the bimodality, typical of the
short period beam irradiation, are reported for HG/HE by many
other authors, for instance Mustacchi et al. [181] — see Fig. 1.36 —,
Cammarata et al. [64] — see Fig. 1.37.

1.2.8 “Instantaneous” Global Clearness Index (IG/IE)

The origin of the bimodality of the clearness index distributions
is investigated by Suehrcke and McCormick [245], who analyze about
one year of “instantaneous” global irradiation values IG (with an
instrumental relaxation time of about 4 seconds) performed every
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minute at Perth (Australia). They convert the data to IG/IE di-
viding by the corresponding calculated extra-atmospheric irradiation
and separate the obtained values into four subsets according to the
four air mass intervals [1.,1.1], [1.4,1.6], [1.8,2.2] and [2.7,3.3]. The
existence of a quasi-unique IG/IE frequency distribution with pa-
rameters IG/IE and m (air mass) is investigated. The experimental
¢ffs show distinct sudden steps at intermediate values of IG/IE,
which are not evident in the DG/DE or HG/HE frequency distribu-
tions, and values of IG/IE exceeding one {see Figs. 1.38, and 1.39).
The latter effect can be easily explained as a cloud diffuse reflection
effect, while the former is shown to gradually disappear as the inte-
gration time increases from 1 to 60 minutes.

The authors demonstrate that the “step effect” and its disappear-
ing can be accounted for by supposing that the relative irradiation,
say k, during a very short time interval, ranges between two given
values kmi, and k.., and has a discontinuous “square well” fdf, q(k),
which takes three constant values, with jumps at two given values k;
and k; (see Fig. 1.40).

By supposing that any finite time measurement takes a value given
by the average over a very long purely random sequence of “instan-
taneous” contributions, Suehrcke and McCormick find for IG/IE the
theoretical fdf

FUG/IE) = C q(IG/IE) ezp(y IG/IE)

By best fitting the /G /I E frequency distributions they are able to cal-
culate k.;n = 0.03, &y = 0.550 exp(—0.129 m), k2 = 0.857 exp(—0.103 m)
and k.. = 0.905 ezp(—0.074 m). The three constant value for g{k)
are found to be 1, 0.14 ezp(—0.202 ) and 1.83. The solution for v
requires an iterative procedure, but a good approximation is given by

(B — kmia) (6.6% + (0.39m — 3.79) % — 2.4)

7= (E - kmin) (E - kmar)
where k,,;4 is the value of k when ¥ = 0 in the exact solution (see
Fig. 1.41).

With this work, the bimodality of the global irradiation distribu-
tions relative to a not too long time interval is satisfactorily explained,
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IG/IE = 0.51 and air mass m = 3.0, compared with the correspond-
ing theoretical fdf. From Suehrcke (88a).

even if some improvement can, eventually, be obtained by consider-
ing some autocorrelation in the underlying time series, i.e. in the
time series used to generate the distribution of the very short time
irradiations.

1.3 Beam Irradiation

1.3.1 Daily Beam Irradiation (DB)

Since solar tracking devices are expensive and often give some
maintenance problems, direct D B measurements are seldom available.
Usually the DB values are obtained by subtracting the daily diffuse
irradiation DD (which can be obtained by obscuring the sun with
semifix shadow bands) from the corresponding daily global DG@.

Moreover, as happens for the DG values, direct statistics on DB
are not so frequent in literature, due to customary standardization of
this quantity by DE.

Examples of DB frequency distributions are given by Tricaud
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et al. [248] for the single monthly acff, for some months in 1982 at
Odeillo, France (see Fig. 1.42). "

1.3.2 Daily Beam Clearness Index (DB/DE)

The linear correlation between the daily relative sunshine DS/ DS,
and DG/DE is a classical topic in solar irradiation climatology. Less
customary is the {possibly more fundamental) correlation between
DB/DE and DS/DS,.

Lestienne [156] {158] reports the four seasonal DB/DE fdf’s built
with three years of daily data at Odeillo (France), and shows that
they can be considered mixtures of "bad” day (DS/DSo < 0.5)
exponential densities

1 —DB/DE
™

)

and "good” day normal densities

1 (_ (DB/DE — b,
e —
a, V2w P 2 o2

The distributions are parametrized with the "bad” day average m
as follows

season b oy
DJF 456m 1.23m

MAM 436m 1.21m
JJA 4.05m 1.19m
SON 55Tm 1.62m

The resulting fit shows a good, even if not excellent, agreement.
The bimodality is somewhat clearly accounted for (see Fig. 1.43).

1.3.3 Hourly Beam Irradiation (DB) and Mean
Irradiance
The performance evaluation for some solar conversion devices, mainly o

concentrating systems, can profit from the knowlwdge of the beam ir-
radiance distributions. Since mainly DB or HB distributions are



1.3. BEAM IRRADIATION

12
[ ODEILLO 1982
1@
s ¢ -
= Fig. 1-1
x
4 =
2
] s N
a L] 4 12 16 Z@ 24 28 J2
J. JANUARY DAYS/MONTH
12 [
12
3 9 Fig. 1-2
3 B
[ ; ;
4 4
4
] Y ~
2 4 8 12 1€ 2@ Z4 23 12
F. FEBRUARY DAYS/MONTH
12
18
g ¢
=
& x
z
] 4
4
a -
o 4 g 12 16 2B 24 285 32
M. MARCH - DAYS/MONTH

KWH M-2

KWH M-2

KWH M-2

79

Flg. 2-1
@ 4 9 12 16 28 24 28 32
NUMBER OF CONSECUTIVE DAYS
:
Fig- 2-2
g
o 4+ 8 12 16 2% 24 28 312
NUMBER OF CONSECUTIVE DAYS
Fig. 2-3
m

1 8 12 16 28 24 26 32
IMBER OF CONSECUTIVE DAYS

Figure 1.42: Cumulative frequency curves of DB values (left column).
Number of consecutive days with DB values above given thresholds

(right column). From Tricaud (82).



80 CHAPTER 1. FREQUENCY DISTRIBUTIONS

i
l'l
Ly DJF : MAM
504 “'-1:
s
'y
\
L
‘ )
o ) ¥ || T T
o5  §I5,
1
hL SON

Figure 1.43: The four seasonals fdfs of DB/DE, relative to good
weather (—) and bad weather (- - -). From Lestienne (79b).



1.3. BEAM IRRADIATION 81

available (or, equivalently, mean daily or hourly irradiance distribu-
tions), the question arises if they well represent the original not aver-
aged information on irradiance.

Bois and Mejon [54] have studied the differences between averaged
irradiance distributions when the irradiance is averaged over different
time basis. They used data collected during some months at a station
near Marseille (France), only considering the days with no missing
measurements (the sunrise and sunset hours were in fact never con-
sidered). The data base consists of "instantaneous” (less then one
minute) measures of beam irradiation sampled at time intervals of 2,
4, 10, 15, 30 and 60 minutes, together the corresponding integrated
measurements over 1, 2, 4, 10, 15, 30 and 60 minutes. Comparisons
between the two sets of data have been performed with different cri-
teria: considering all data together, on a monthly basis and during
typical days (overcast, clear and with intermittency in cloudiness).
The averages, the variances relative to the daily averages and the fre-
quencies on a partition in subintervals of width 100 w/sqm have been
compared for different choices of data. _

The authors find a decrease in the daily averages variance of about
8 % when passing from 1 minute to 60 minute time basis, indicating
some loss of detail (see Fig. 1.44).

The corresponding {df differ, in the same range, for some percent
(for instance, the probability of daily average irradiances less then
100 w/sqm on the hourly measurement basis is 3 % lower than the
corresponding probability on the one-minute basis). They conclude
that integrated measurements on a 15 minute basis gives a good ac-
curacy, while the 60 minute basis give less reliable estimates of the
daily averages, mainly during the "mixed cloudiness” days.

1.3.4 Hourly Beam Clearness Index (HB/HE)

Hourly normal beam irradiation has been studied by Gordon and
Hochman [110], who base their investigation on eleven years of hourly
measurements at Bet Degan Israel. They try to extend tothe HB/HE
frequency distributions the #G/HE formula given Bendt et al., tak-
ing into account the existence of a finite probability p for vanishing
HB/HE. Thus, both for monthly and yearly HBE distributions, they
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propose the formula

B exp(B z)
ezp(B 2maz) — 1

f(z) = pé(=) + (1 -p)

or the corresponding CFF

ezp(B z) — 1
ezp(B Tmar) — 1

F(z) = p + (1-p)

where z = HB/HE/HB/HE and §(z) is the Dirac’s delta function.
Given the probability p for overcast hours, B can be iteratively
calculated by

(B oz — 1) exp(B Timar) + 1

B =(-p ezp(B Tmaz) — 1

A different formula for the HB/HE frequency distributions is
given by Stuart and Hollands {242]. They analyze ten years of data
for Toronto (Canada) and verify the results of the investigation using
five years for Winnipeg, Charlottetown and Vancouver(Canada). The
hourly data are first subdivided into 136 groups, each characterized
by month of the year and hour of the day. For each group the average
(HB/HE) and the mean air mass is calculated, and the H B/ H E val-
ues are grouped into 20 intervals of width 0.05. For each group the fdf
is then evaluated. These frequency densities show some bimodality,
with a large percentage of small (i.e. between 0.00 and 0.05) HB/HE
values and no values greater then (.8. The maximum value for each
group is found to depend on the air mass with the law

HB/HE ., = 0.535 + 0.45 exp(—0.34 m)
and the probability of small HB/HFE values is evaluated as
§ =156 — 37T2{(HB/HE)

for 0 < (HB/HFE) < 0.485 and zero otherwise.
The authors also propose a compound polynomial model, given by

Ff(HB/HE |{HB/HE)) = a + bz + ca® + d2°
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for 0.05 < HB/HE < HB/HE_,,. and by § for lower values, where
¢ = (HB/HE - 0.03)/(HB/HEq,, — 0.05). By imposing
probabilistic constraints a, b and ¢ can be expressed in terms of d,
which is given by best fitting as a linear function of (HB/HE)

d = 5.23 — 56.6 (HB/HE) .

See Fig. 1.45.
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Chapter 2

IRRADIATION FROM
OTHER DATA

2.1 Introduction

It is not a rare occurrence that solar irradiation values are needed for
sites where no irradiation measuring instrument is installed. Typical
is the case of mapping the solar climate for a large region starting from
a measured irradiation data base relative to a few isolated stations.

A similar problem arises when instruments have been working for
a very short time, such as one year or less, so that reliable frequency
distributions or even statistical averages are not available to designers
or researchers.

Thus, inquiries about the existence of relationships between solar
irradiation and other available meteorological parameters (such as
relative sunshine, relative humidity, cloudiness, temperature, and so
on) are very interesting.

Due to the complexity of the deterministic dependence of solar ir-
radiance at ground level on the physical properties of the atmosphere,
and because of the great variability of the status of the sky, one ex-
pects that such relationships would be stafistical in their nature, i.e.
regressed relationships. Moreover, even if some of these regressed
laws give satisfactory correlations, they can refer to meteorological
parameters which are not always available, so that one is sometimes
compelled to use less satisfactory correlations between the irradiation

87
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values and whatever data is available.

For these reasons researchers have generally proposed simple math-
ematical formulae (mainly linear and quadratic forms) which empi-
rically account for the statistical dependence of suitably averaged
irradiation values from analogously averaged climatical parameters,
without looking for more precise correlation laws which would require
knowledge of many parameters or unjustified computational efforts.
For instance, one can try to evaluate if a satisfactory simple regres-
sion exists between individual monthly averages such as DG or the
corresponding ensemble average < DG >! and analogously averaged
climatical parameters such as DT (daily average temperature) or DR
(daily average relative humidity) or DC(daily average cloud cover).

One must expect, of course, that the parameters which appear in
these empirical regressions would change dependig on site and sea-
son. Nevertheless, the information which can be extracted from these
formulae can be very useful, in the absence of direct measurements,
to infer more complete knowledge. For instance, if one can estimate
in any way DG, the previously discussed monthly frequency distribu-
tions, assumed to depend on DG/DE, can be used with an appropri-
ate degree of confidence.

In this chapter we briefly review some of the more useful statis-
tical relationships between global, diffuse and direct irradiations and
quantity such as percent sunshine {5/S,), cloudiness (C, in oktas or
tenths), relative humidity (R), water vapour content (W), and tem-
perature (T'). Some statistical relationships which have been found
among such quantities will be also reviewed.

'In the following we will indicate ensemble-time averages such as < X > by the
simpler notation [X]. Unless otherwise specified, the time averaging period will be
the month.
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2.2 Irradiation values vs. percent sun-
shine

2.2.1 Angstrém-like regressions

The climatological quantity which most obviously is expected to
be correlated with the solar irradiation relative to a given period is
the percent relative sunshine during the same period.

About sixty years ago, Angstrdm [14] [13] [12], developing the
ideas of Kimball [145], suggested fitting the simple linear relationship

DG
[DG..]

DS
[DS,)]

=a + (1-a)

where [DG,,] represents the daily global irradiation under cloudless
sky conditions during the concerned period, and [DS], [DS,] respec-
tively the experimental daily sunshine and the maximum possible
daily sunshine, both averaged over the same period. In practice, one
identifies [DS,] with the astronomically determined average daylength
or, more shortly, with the daylength calculated for a suitable chosen
day within the period.

The determination of [DG,] can be made both empirically, by
enveloping the maxima of the DG values in the data base, or with a
clear sky trasmittance model which requires more information (such
as latitude, relative humidity, atmospheric dust content and so on).
Note that clear sky is usually taken as equivalent to cloudless sky,
even if the latter can be not perfecly clear, due to possible excess
of dust and water vapour content. We will distinguish the cases by
using indices cls for cloudless, and cs both for calculated values and
for values estimated by regressions (see below).

Even if the case [DS] = 0 never occurs in practice (if the concerned
period is not too short), the coeflicient @ of the above equation gives
a tough estimate of the ratio [DGo)/[DGcs| (ie. [DDo}/[DGes)),

where the index ov means completely overcast day®. In this sense

?In fact the lower limit for [DS]/[DS,] which can give reasonable estimates
strongly depends on the averaging time period, due to the influence of this choice
on the validity of the linear regression.



90 CHAPTER 2. IRRADIATION FROM OTHER DATA

the coeflicient a could be assumed as a parameter defining the solar
transmission within clouds and experimentally ranging between 0.33
in low latitudes and 0.55 in high latitudes.

Note that the Angstrdm’s formula can be rewritten as

[DS]
[DS.]

[DG] = [DGo] + ([DGes} — [DGal)

with both {DG,,] and [DG,,] intended as regression parameters. We
will speak in the following of Angstrom-like regressions (A-regressions)
to indicate formulae of the type

[DG] = {DG.) f([o],[€])

where

[e] = [DS]/[DS.]

and [€] (which can be absent) stands for the average of one ore more
additional climatological variables. Unless otherwise specified, the
function f will be assumed to be a first degree polynomial in the
variable {o].

The original Angstrém regression has been subsequently and var-
iously modified by other researchers.

Fritz and McDonald [93], analyzing data measured at 11 stations
in USA for a period of 10 years, suggest the overall formula

[DG] = [DGu,] (0.35 + 0.61 [o])

which gives a correlation coefficient » = 0.88 between computed and
observed values. It is evident that the Angstrdm condition regarding
the coefficients of the linear regression, i.e. that they must sum up to
1, has been relaxed®.

De Boer [77] uses hourly values measured during five years at
Debilt (Holland) to fit, for each month and each hour of the day, the

values
[(HG] = [HG) (¢ + (1-a) [l%

3When, later in this section, we will locsely speak of @ and b coefficients of an
A-regression, we will refer to the linear general formula [DG] = [DG.,} (a + & [o]).
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where [HG,,] and a are determined by regression.
Mani et al. [175], assume that the corrected Angstrém formula
holds
DG

DGcs

where o’ is the relative sunshine corrected as suggested by Hay {118§]
for threshold sensitivity of the Campbell-Stokes instruments(see be-
low).

Chia [68] and Leong [155] both study the behaviour of the A-
regression at Singapore on a monthly basis, using data measured re-
spectively from 1961 to 1967 and from 1968 to 1970.

For equations covering yearly periods, the estimated coefficients a, b
range in [0.234,0.274] and [0.422,0.494]. The a+ b values correspond-
ing to the four extremes are 0.727,0.745,0.681,0.739.

The same coeflicients oscillate in wider ranges, from 0.231 to 0.284
and from 0.411 to 0.500, for regressions covering monthly periods.

We recall that Leong also relates directely DG to DS for the whole
three year period, obtaining

=a+(1-0) o]

DG = 892 + 139 DS  [MJ m™? day™!]

with correlation coefficient » = 0.90 and standard error of estimate
2.12 MJ m™? day~!, which corresponds to a very poor forcasting
performance.

Exell [85] [83] calculates [DG,| using the Schuepp’s formula [227]
for standard atmospheric conditions {precipitable water: 2 cm, pres-
sure: 1000 mb, ozone content: 0.34 cm NTP, turbidity: 0). He uses 5
years of measurements at Chiang Mai and Bangkok (Thailand) and
takes as averaging time intervals eight 1.5-month pertods during the
year. He obtains the results reported in Fig. 2.1.

Since parameters a and b are expected to vary with latitude and cli-
mate (see [165]), Exell compares his results with other results relative
to Calcutta and Madras (India), which have latitudes and climates
similar to those of the cities analyzed in Thailand, and obtains a
good agreement. The author claims that estimates for [DG] using his
parameters give errors less than 1.3 MJ m™2 day™!.

Exell uses the obtained formula to estimate [DD] (identified with
a [DG.]) and [DGa,] (identified with (@ + b) [DG,,]). Starting from
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W S
MJ —Zd-l n -1 a b + .b 5

Chiang Mail

Feb 27 - Apr 12 26,90  11.70 0.271 .560 0,831 .071
May 29 - Jul 15 29,95  12.82 0.351 536 0.887  0.059°
Sep 1 - Occ 15  26.57 11.30 0.319 0.605 0.924 0.071
dov 30 - Jan 13 19.95  10.66 ©0.323 .559 .882  0.058
Banzkok

Feb 27 - Apr 12 27.70  11.70. 0.272  0.566 .838  0.074
May 29 - Jul 15 29.08 12.52 .332 488 .820  0.065
Sep 1 - Oct 15 27.32 11.70 .307 . 538 .845 .102
Nov 30 - .Jan 13 22712  10.96  0.322 .519 .841  0.090

Figure 2.1: Coeflicients and data for A-regressions for Chiang Mai
and Bangkok. From Exell {76).
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the quantity a + b estimations of the atmospheric turbidity are per-
formed which result close to the experimental pyrheliometric values
measured in India.

Bois etal. (53] fit the linear regression

DG

b= DGcls

=a(l-0o) + 5

using 10 years of individual daily values for Davos. Twelve regressions
are performed, for each month of the year. Results and some examples
of scatter diagrams are reported in Fig.2.2 and Fig.2.3.

The authors also try to improve the correlation by introducing at
the r.h.s. other three terms

&t N1 + ¢ Ny + ¢3 N3

where N; (z = 1,2,3) represent the observed cloud covers at morn-
ing, noon and afternoon respectively. No relevant improvement is
obtained.
Estimation of DG from the calculated parameters, compared with
independent data (May to August 1972), gives a fair agreement but
for low values of . .

Adnot et al. (2] test a formula similar to that of De Boer for the
hourly irradiation values measured at Trappes (France) during one
vear. In the regression equation

[HS]

[HG] = [HGu (e + b 17es)

the clear sky hourly global irradiation is determined as

[HG.,] = 342.5 (sin B)"'® [J em™? B71
where h is the solar altitude. They find a + b >~ 1, and assume, for
stn h > 0.1, the relationships:

a=0.5—0'hﬁ if 01 € sinh < 04

a = 0.36 if 0.4 < sinh
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Mois r a b

JAN .90 442 .142
FEV - .91 .443 .109
MARS .91 .405 .075
AVRIL .86 401 .063
MAI .85 .462 .059
JUIN .90 .579 .052
JUILLET .94 .63 .079
AQUT .94 .63 .122
SEPT .94 .59 . 145
0CT .94 .52 .152
NOV .51 .46 .157
DEC .91 .43 .168

Figure 2.2: Regression coefficients for 1 — DG/DG,, vs ¢. From Bois
(78).



fos
L5
.1
-7
e

..5

2.2. IRRADIATION VALUES VS. PERCENT SUNSHINE 95

1-avce
L
-
-
o‘}
L * «f
LN
PR
[]
pELN el
- .
. - a1
[
-

=ik 530

#9 8.1 8.2 8.0 4.4 5.F .8 .7 2R &,9 1.0

1 l-‘lt‘i“

S0 *a .5 8] 3.4 0¥ & 87 3,3 0.0 1.0

L JULN

1=5£5-958

*8 9.l 03 43 04 ¢F &8 0.7 &1 0. 1.0

1+55r8%8

" a &4 0.2 &3 &4 3.C G ST 45 0.D L.e

Figure 2.3: Scattering diagrams for 1 — DG/DG,., vs ¢. From Bois
(78).
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b=1-a

The obtained correlation coefficient is » = 0.91. Nevertheless the
authors complain that the scatter of the experimental points is quite
large.

Berger [41] uses Duffie’s formula [80] to calculate the clear sky

hourly average irradiance:
IG., = 1350 0.70 sin b [W m™?]

Using data from Nice (France) he notices that the relationship be-

tween DG /DG, and o does not appear to be linear at all (see Fig. 2.4).

He proposes the fitting formula

DG = DG, {03 + 070 + 024 ¢(1 — )}

Mejon et al. [179], assume, for latitudes between 42° N and 50° N,

the empirical formula:

DG., = 85(105— &) + 1.75 5 (38 + @),

where @ is the latitude and é the solar declination (both in degrees).
The authors fit the A-regression using data from Carpentras, Nice
and Ajaccio (France) relative to 5 to 12 years and calculate @ and
b coefficients for each month and each locality, obtaining accounted
variances between 90% and 95% and relative errors between 3% and
6% mainly depending on the month. The introduction in the regres-
sion formula of four cloud cover variables (representing cloud cover
values measured at four times during the day) does not significatively
implement the determination.

The authors also try to fit the data with two different formulae:

DG
. " avo+bh + ¢

LGCS

and notice a small improvement in the accounted variance (see Fig.2.5)




2.2. IRRADIATION VALUES VS. PERCENT SUNSHINE 97

.00

WOTHLB

Q.56

Figure 2.4: Scattering diagram clear sky hourly average irradiance vs.
o. From Berger (79).
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a b g% MoIs
4850 0.1901 0.91 JANY. 0
.5555 0.1544 0.95 FEV. 0
5596 0:1802 0.93 HARS 0.
.5692 0.1838 0.94 AVRIL o
5426 0.2141 0.93 HAT 0
.5461 0.2084 0.95 JUIN 9.
L4795 0.2433 0.92 JUIL. I.
4916 0.2282 0.92 AQUT 0.
5348 0.1963 0.93 SEPT. 0.
4877 0.2064 0.90 0cT. 0.
4574 0.2075 0.92 hov.. .
4505 0.1935 0.91 2EC. 0.

Figure 2.5: Linear and quadratic

for

DG/DG., vs. . From Mejon (79).

085
8%
737

637

712
499

A-regression

0.U35
0.055
0.065
0.095
0.250
0.115
0.700
0.275
0.070
0.035
.295

.000

c R2
0.631 0.93
-0.057 0.97
-0.040 0.95
-0.099 0.95
-0.027 0.9¢
-0.127 0.95
-0.593 0.92
-0.303 0.93
-0.060 0.94
0.019 0.92
-0.232 0.93
0.117- 0.95
coefficients
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They also fit the standardized variables

DG _ DG |
X — DGu ~DG.!

& _BG
DGea

and
ool
Se
where the averages and standard deviations refer to the month to
which the concerned day belongs.
All daily values in the period 1971-1975 for Carpentras are used. A

linear correlation coeflicient » = 0.96 is obtained (see Fig. 2.6).

Tests of the obtained relationships vs. independent measured data
show correlation coeflicients between observed and calculated values
between 0.96 (linear fit) and about 0.97 (parabolic fit).

Chuah and Lee [72] fit A-regression to daily data measured at

Kuala Lumpur, Penang and Kota Bahru (Malaysia) over four years.
They calculate DG,, with the Schuepp [227] prescriptions under stan-
dard atmosphere (see above). They find a and b coefficients vary-
ing month by month and for the three localities in the ranges 0.22
(e + b =0.86) to 0.39 (¢ + b = 0.86) for @ and 0.38 (a + b = 0.77)
to 0.62 (a + b = 0.96) for b, with less fluctuations for each individual
locality and/or each single month.
The authors use the obtained coefficients to compare estimated and
observed [DG] for Ipoh, Malacca and Kuala Trengganu (Malaysia),
using only 1 to 2 years of measurments. They observe that, but for
the third site during two months, the percentage error does not exceed
10%.

Lewis [162], while comparing various formulae to estimate [DG]
from [o], tests the A-regression on the data measured during one year
at Lusaka (Zambia) using the Fritz [92] coeflicients

DG}
(DG

= 0.35 + 0.61 {o]

He deduces [DG,;| from charts presented in a standard book [80] and
finds for [DG] an overall percentage error of —1%.
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Figure 2.6: Standardized DG/DG,, vs. standardized o correlation.
From Mejon (79).
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Katsoulis [139] estimates [DG,,] using the mean monthly atmo-
spheric water vapour content, the albedo of the area and the monthly
average dust depletion for Athens (Greece) using a method indicated
by Fritz and McDonald [93]. Comparing his estimates by A-regression
with those obtained with formulae used by other researchers he con-
cludes that the A-regression gives the best results.

Capderou [65], using a formula of Perrin de Brichambout {202},
calculates [DG,,] as the sum of {DD| and [DB,,]. He assumes

T
IBCS = IE S‘Lﬂ(h) Ea}p(—m),
where h is the solar altitude,
_ 0.89°
sin(h)

is the corrected optical air mass (z is the altitude in kilometers), and
T is a factor depending on the absorption of solar radiation by water
vapour and molecular and aerosol diffusion.

The diffuse irradiance is taken as ID., = IE D(T,h), where D(T, k)
is a complex function (not reported).

He obtains [DG,,] by integrating on the day the quantity IB., +ID,,.
Using monthly average values for [DG,,| and experimental monthly
averages of DG and ¢ measured at five stations in Algeria, he finds
and assumes valid for the whole country the forrula:

[DG]
[DG.]

Childs et al [69] use cubic splines to fit [DG]/[DG,] vs. [o} for

three towns in Malaysia (Kuala Lumpur, Penang and Kota Baru), us-
ing three years of measurements. They use the [DG,] values already
computed by Chuah [72].
The curves, obtained for each month, are used to estimate [DG]| val-
ues for three other localities in Malaysia (Malacca, Ipoh and Kuala
Trangganu) for which data relative to one year are available. The
obtained percentage errors are less than those which would be arise
by symple linear A-regression.

= 0.32 + 0.69 [o].
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2.2.2 Prescott- and Igbal-like regressions

We have seen that the DG, or the DGy, values which appear in
all A-regressions must be either calculated by some irradiance model
or approximately inferred from empirical daily data. Unfortunately
the required measurements are often not available to designers or
researchers, so that A-regressions cannot be used even in the presence
of relative sunshine data. For this reason Prescott [204] first proposed
using the modified formula

DG

%D—E% = a + bo]
in which the extra-atmospherical daily irradiation DFE substitutes the
clear sky daily irradiation DG.,. Of course, this implies that a [DE]
can be assumed to be an estimate of [DG,,] (i.e. [DD,,]) and (a +
b) [DE] an estimate of [DG.,]. For that which concerns the reliability
of both these estimates, which relate to extreme values of [7], the
same remarks already made relative to A-regressions are valid.

In the following we will refer to regression formulae such as

DG

DE| " f([e],1€0)

as P-regressions. Here too £ indicates a set of climatological parame-
ters, other than ¢, which can be eventually absent. Unless otherwise
specified, the function f will be a first degree plynomial in [o].

Penman [200], as reported by Lewis [162], finds ¢ = 0.18 and
b = 0.55.

Black et al. [48] perform the fit analyzing data for five localities.
They find coefficient ranges [0.15,0.30] for a, {0.50,0.55] for 4 and
[0.69,0.80] for a + b. Using values from 32 stations they also estimate
overall coeflicients ¢ = 0.23, b = 0.48, and assume that these values
can be used with sufficient reliability for regions located between 35° S
and 65° N.

Glover and McCulloch [101], analyzing P-regressions for various
sites, conclude that, for all practical purposes, the coefficient b could
be considered constant, with mean value 0.52 and standard error
0.005, whereas for a the relationship

a = 0.29 cos ®
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where & is the latitude, can be adopted.
Hounam [124], using 458 monthly values relative to 6 Australian
stations with observations ranging from 3 to 10 years, obtains

[DG]

DE = 0.26 + 0.50 [o].

Page [194] extensively uses P-regressions to calculate monthly av-
erage daily global irradiations (on tilted surfaces) for sites belonging
to the latitude range 40° S — 40° N, and Laf et al. {165] report a list
of a and b coeflicients for different climates and latitudes.

Schuepp [227], in order to account for the misfits in the linear
P-regressions when [o] is either too small or too large proposes the
nonlinear relationship

(DG (DG) N \/

[DE] ~ [DE]

o> + b ol

A similar relation is given by Masson [177|, who suggests

DG [DGealy2
1|_0'_2 (DE—[DE})_I
( h ) - b2 -
Frére et al. [91] analyze the ¢ and b coefficients for several stations
with latitudes between 35° § and 50° N and propose a graphical
relationship between these parameters and [o] (see Fig. 2.7).

Sayigh [224] finds for the linear P-regression the specification

[DD]

m = {]30 - 0.020 [0’]

Igbal [132] , while estimating the monthly average [DG] on inclined
surfaces, proposes the regression formula

\DD]

oe] — '

to calculate the ensemble monthly average [DD} (on horizontal sur-
faces) using average relative sunshine and the corresponding average
daily global irradiation. He studies data from four sites in Canada
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COLFFICIENTS o b D

nfm tarmaiaL -g-nur
Figure 2.7: Relationship between a and b coefficients for P-regression
and [o]. From Frére et al. (75)

(Montreal, Winnipeg, Edmonton and Vancouver), using tables of mea-
sured [DG] existing for the four localities in the climatological liter-
ature. The [DG] values on tilted surfaces estimated using his fit for
[DD]| (horizontal) are in good agreement with other results found in
literature.

Katsoulis and Papachristopoulos [140] fit P-regression to deter-

mine a and b coefficients for Athens, Thera (500 m a.s.l) and Magoulina
(1200 m a.s.l.), using 16 years of data. They find @ = 0.26, b = 0.71
for Athens, e = 0.27, b = 0.61 for Magoulina and ¢ = 0.28, b = 0.67
for Thera, with overall values ¢ = 0.316, b = 0.661.
These last values are used to estimate [DG] for 32 greek localities. It is
found that the correlations between observed and estimated monthly
values, calculated for localities where both [DS] and [DG] are avail-
able, are not uniformly high, even for data taken at the same station.
Thus the authors conclude that for Greece this method gives poor
overall estimates.

Rietveld {218], examining several published values of 2 an b for the
linear P-regression, finds the relationship

a = 0.10 + 0.24 [o]

1
b = 0.38 + 0.08 —.
o]

This results is believed to be applicable anywhere in the world.
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Hay [118] notices that the empirical coeflicients of the P-regressions
show substantial temporal and spatial variations, and attributes these
variations and the scattering of data points around regression lines to
two main causes: a) the discrepancy between the “true” DS and the
daily sunshine time interval measured with Campbell-Stokes recorders,
which fail to respond to bright sunshine until the sun is some 5° above
the horizon ([60}); b) the discrepancy between the diffuse irradiation
DD’ which comes directly from the DFE depletion and the measured
diffuse irradiation DD which results from multiple reflection among
ground, clouds and atmosphere.

He accounts for the first cause by choosing as effective DS, the quan-
tity
amos(s@__fés_"_—_s__.mué)

'
DSO — coi $ cos 8
7.5

i.e. the astronomical daylength for solar zenith angle < 85° (@ is the
latitude and § the solar declination).

The second cause, which 1s important mainly in presence of clouds
and high ground albedo, is accounted for by calculating DG’ as

DG = DG {1l - a(aso - o (1-0))}

(see [119]), where @, a, and ¢, are the albedo coefficients of the
ground, the atmosphere and the clouds respectively.

He assumes constant values o, = 0.25 and o, = 0.60 and tests the
1

regression
!
.?)C; = a + blo]
using data covering about 30 years from 9 stations sparsely located in
Western Canada, with very different altitudes, latitudes and climates.
Comparing the scatter plots of [DG|/{DE] vs. (o] and [DG']/{DE]
vs. [¢'] an evident scatter reduction is observed. The mathematical
analysis of the regressed line quantifies this reduction (see Fig. 2.8).

The obtained regression formula, generally suggested to estimate [DG|
given [DE] and the ground albedo a, is given by

[DG] 0.1572 + 0.5566 (o]
[DE] 1 — «(0.25 ] + 0.60 (1 - [o]))
‘We will indicate DS/DS’, with o'.
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Figure 2.8: Graphical and numerical comparison of classical and Hay
corrected P-regression. From Hay (79).



2.2. IRRADIATION VALUES VS. PERCENT SUNSHINE 107

Berger [41], using a formula suggested by Perrin de Bricham-
bau [201], finds the individual daily estimates

DD = DG {(sin(¢—6))*" — 021 ¢ — 055 o + 0.8 (1—0)}
for the region of Carpentras and
DD = DG {(sin(¢—8))>" — 031 ¢ — 045 o + 0.3 (1—0)}

for the region of Trappes (both localities in France), where ¢ and §
are the latitude and the solar declination.

Mejon et al. [179], using 6 years of daily data at Carpentras
(France) try to fit month by month

g—g— = a (o +bf
finding (for the corresponding logarithmic relation) correlation coeffi-
cients ranging from r = 0.9451 to r = 0.9858. They test their result
using one year of independent daily data. By linearly fitting the cal-
culated vs the observed DB values they find accounted variances in
the range {0.86,0.98], depending on the month.

Igbal [131], using irradiation data of three canadian localities (To-
ronto, Montreal and Goose Bay) relative to about 10 years and records
of daily bright sunshine relative to about 30 years, studies the three
relationships:

[DD
e

= a1 + a o],

(DD N " 2
[.D—E] = a3 +— 4ag [0’] - a7 [O’] }
DB

[DE]

(cofficients a3, a; refer in his article to a different regression). Results
are reported in Fig. 2.9. He finds the performance of the first equation
generally higher than that of the second to predict [DD] (if, of course,
[D@G] is known).

= gs + ag (o] + ap [0']2,
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Py

Coefficient Stapdard
Source of Data Eeror of Husber
ay az Egtizate

Montreal 0.7294 ~0,5337 0.0228 (2a)
Toronto 0.7860 =0.5%142 0.0394 ()
Goose Bay 0.8281 -0.7044 0.0223 (2e)
Montreal plus

Torante 0.7650 -0.5900 - 0.0277 (2d)
Mcnereal, Taronto

and Goose Bay

combined ¢.7910 ~0.6350 0.0317 (2e)

Coefficients Standard
Source of Data Zrror of | Nusber
L] g L] Escinate

Montreal 0.0945 0.6336 =3.7398 | 0.0163 (4a)
Toronto 0.2527 0.0419 ~0.1161 0.0187 (4h)
Cocaa Bay -0.1017 2.0408 -2.7908 0.0273 (4e)
Monecreal plus

Toranto 0.2020 0.1773 -0.2421~ 0.01%6 {4d)
ientrzat, Toaranto

and fivoge day N

el foed &.1633 ! 0.4778 «3.6335 0.0:157 {32}

Coafticlents Standard
Soyrse 9f Daea — Error of | Number
| 29 L3} Estimate

Moncteal -0.25336 1.8690 ~1.6494 0.0163 (7a)
Torento =0.1844 1.4578 -1.0863 0.0311 {76}
Coose Bay -1.0576 5.2283 -7,4988 0.0173 (7e)
Montreal plus

Toronteo -0.1791 1.4561 -1.1149 4.4253 (74)
Moncreal, Toronte

and Goose Bay

eombioed =0.1763 L.4497 =-1.1193 -t 0.0250 (7=)

Figure 2.9: Regression coefficients for various relationships. From

Igbal (79).
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In the following, we will speak of I-regressions to indicate formulae
such as

DD} _

B = TebleD

where £ retains the previously indicated meaning and,as before, f will
be in general a first order polynomial in {¢].
De Almeida and Rosa [76] and Biga and Rosa [45] study the P-

and I-regressions relative to individual days

DG _ s

DE—G -
and

bo

DG—C o

using 5 years of data for Lisboa (Portugal). For each particular month
they divide the data according to the magnitude of & (ten classes of
about 15 points each) and average DD and DG within each class.
They then compute the linear regressions. Results are reported (see

Fig.2.10) for the regression coefficients. The authors claim that the

correlation coefficients are not less than 0.98 for the P-regression and
not less than 0.93 for the I-regression.
The same formulae, fitted on annual basis, give correlaiion coeflicients
of 0.98 and 0.99 respectively.
Moreover, following Nicolet and Dogniaux [185] the authors express
DG and DD as

DG = DD + DB, F'(7)

and

DD = DD, ¢ + DD,, F'(c)

where as customary the indices ov and ¢s stan for completely overcast
and cloudless day respectively, and F'(c¢), F”(c) are in principle ar-
bitrary functions subject to the conditions F'(0) = 0, F*(0) =1 and
F7(1} = 0. They are able to deduce the relationships

DB., F'(a)

E = 0.017 + 0.228 ¢ + 0.419 ’a?
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and

DD,, F"(c)
DE

which, due to the previous relations, are in fact fits for DB/DE and
(DD — DD,,)/DE respectively (see Fig. 2.11).

Flocas [90], using 15 years of irradiation and sunshine measure-
~ments at Athens (Greece), obtains P-regression coefficients ¢ = 0.20

and b = 0.51, with a regression correlation coefficient » = 0.92. Us-
ing the Frére et al. [91] empirical relationships, values a = 0.31 and
b = 0.41 would be obtained. Though the coefficients are different,
estimates of monthly {DG] using the two pair of values are not so
contrasting, and they are both in satisfactory agreement with mea-
sured data. The author prefers to use the first pair of values both for
their agreement with values previously found in literature and because
it gives a more precise annual [DG] mean.

Neuwirth [183] analyzes the P-regression coefficients a and & pre-

viously calculated ([182]) using many decades of irradiation and sun-
shine measurements at 19 stations in Austria.
In order to take into account their slight variation from month to
month and their dependence on the altitude of the measuring station
a.s.l., he classifies @ and b for six classes of altitudes and for the four
seasons. Moreover, for each season a quadratic fit of both a and b vs.
the altitude is performed (see Fig. 2.12).

Lewis [162] compares DG values calculated using the formulae of
Penman [200], Black [48], Fritz [92] and Masson [177] to the irradia-
tion and sunshine measurements performed during one year at Lusaka
(Zambia). He concludes that Black’s specification of the P-regression

= 0.218 + 0.176 ¢ — 0.491 &°

[DG] = [DE] (0.23 + 0.48 [0])

gives the most appropriate estimates. He also compares various for-
mulae founded in literature to estimate the ratio {DD]/[DG], and
chooses that by Sayigh [224]

[DD] = [DG] (0.30 — 0.025 [o]) .

Barbaro et al. [22] use data of monthly mean irradiations and relative
sunshine measured at three Italian localities (Palermo, Macerata and



2.2. IRRADIATION VALUES VS. PERCENT SUNSHINE

111

Moath a c d
January 9.26 0.48 0.90 0.75
February 0.23 0.57 0.96 0.84
March 0.23  0.59 0.94 0.83
Aprit 0.24 0.55 0.94 0.81
May 0.23 0.56 0.90 0.78
June 0.23  0.55 0.93 nN.83
July 0.29 0.46 0.78 0.67
August 0.23 0.49 0.89 0.78
September 0.25 .48 0.91 0.82
Qcrober 0.23 0.47 0.91 0.77
November 0.23 0.45 0.94 0.81
Decerber G.21 0.50 0.95 0.82
YEAR 0.24 0.52 0.93 0.81

Figure 2.10: A- and I-regression coefficients. From Biga and Rosa

(79).
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(R

Figure 2.11: Comparison between calculated and smoothed DB/DE
and (DD — DD,,)/DE. From Biga and Rosa (79).



2.2. IRRADIATION VALUES VS. PERCENT SUNSHINE 113

altitude a.s.l winter spring summer autuzan
100-300 m a 0.18 o.21 0.21 0.18
b 0.51 0.49 0.47 0.51
300-500 m a 0.22 0.21 0.2 0.2C
b 0.48 0.49 c.48 0.49
500-1CC0 m a 0.23 0.24 0.22 0.21
b 0.41 Q.45 0.46 0,42
1500 o a 0.23 0.25% 0,17 0.20
b 0.51 0,48 0.56 0.53
2000 m a 0.36 0.38 0,22 0.27
b 0.36 0.35 .54 0.54
3000 m a 0,43 0.4& 0.33 0.36
b 0.36 0.32 0.46 0.40

AO ' A.I A2
winter 0.1494 0.1192 -0.0117
spring 0.1711 .1261 ~0.0108
summer 0.2051 0.023% 0.0078
autumn G.1917 0.0210 0.,0073
Bu B‘I B2

- winter 0.%5498 -0.2062 0.0452
spring Q. 5450% -0.1813 0.039%
SUM,AE n 4972 -0.069% 0,019%
AU TuInn 0, 4¢21 -0.0428 0.00%1

Figure 2.12: P-regression a and b coefficients for different altitudes
and seasons, and their quadratic regression coeficients vs. altitude
for the four seasons. From Neuwirth (80).
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Genova) during different numbers of years. They compare, among
other things, the relative merits of the formulae

[fjlj)_g = a;, + a3 [0} + (as {o]*)
-[[—11% = a; + a; [o] + (a3 [0]")

used by various authors to estimate [DD]. The quadratic terms can
be included or excluded from the fitting procedure, and results are
evaluated by minimizing the sum of the squared relative errors [' and
considering the two quantities

and

n—m
where n is the number of points and m the number of parameters.
Results are reported in Fig. 2.13.

The authors conclude that the linear form of the second relation-
ship is preferable, both for its prediction performances and because
requires only sunshine measurements.

Sfeir {229] fits the P-relationship with data for two sites in Lebanon,
one on the coast and the other in the interior, using about 10 years
of data. For the coastal area the coefficients a and b, calculated by
twelve monthly regressions, show a seasonal trend which the author
fits by

a = 0.230 + 0.055 sin(30 (m - 3))

and

b = 0738 — a

where m designates the month of the year. In fact, the standard error
of a with respect to its annual mean is 0.042, whereas it is 0.023 with
respect to the sinusoidal fit.

A P-regression between monthly averages is also performed, both in
its original form and with the corrections suggested by Hay. Results
are reported in Fig. 2.14, showing no dramatic differences.
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Figure 2.13: Linear and quadratic regression coefficients of

EDD;/[DG’] (above) and {DD]/{DE] (below) vs. [¢]. From Barbaro
81a).

TATION l

STATION a a, ¢ s 0 | a, a5 35

Palermo 0.6603 -0.5272 0.0947 Palerme 0.7434 -C.8203 Q.2454 Q.0940
Macerata 0.6602 =0.5717 0.0833 Haceraca 1.0297 -=2.10%9s 1.5193 0.0717

| . . .

Genova 0.5866 --0.4264 0.0838 Gaenova E 0.5132 -1.3283 0.B56G8B C.08235

PA - GE 0.6178 -0.4704 0.0939

STATION a, a, ® STATION a a a ¢

1 2 3

-Palermo ©.2626 -0.1391 0.0%03 Palermc 0,220% 0.0126 -0.1292 0.0899
Macerata 0.2989 -0.1577 0.8882 Macerata 0.3627  ~0.4259 0.2678 0.0682
Genova 0.1532 ©.C283  0.0428 Genova ©0.1717 -0.0461 0.0725 ©.0423
PA - GE 0.2036 -0.0562 0.1025%
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Hh/Ho vs afN Hh./Ho vs n/N'
A " Cer: Of. . A N Coef: of_

decermination decerminacion
COAST 0.23 0.49 0.9¢ 0.20 0,46 G.9C
INTERIOR 0.22 0.57 0.94 Q.15 0,55 0,94
ALL DATA 0.20 (_).57 0.85 g.16 0,53 0.92

- e —_——————

Figure 2.14: Comparison between the original and the Hay-corrected
P-regression. From Sfeir (81).
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Sears et al. [228] investigate, using one year of accurate radiation
measurements at Davis(California), the individual daily relationships

—Iz—g =da + Vo
DE

DB _ "
DE = a + b o
% _ aﬂ'! + bﬂlo_

The analysis is performed month by month. The authors find, except
for the month of June (which gives strange results due to very spe-
cific local circumstances), coefficients of determination in the ranges
[0.81,0.98], {0.87,0.96] and [0.88,0.98] for the three equations respec-
tively. ‘

The related regression coefficients range in the intervals [0.17,0.31],
[—0.7,—0.02] and [0.97,1.59] for ¢, a” and &' and [0.42, 0.61], [0.54,1.41]
and [—0.81, —1.55] for &', " and ™.

Majmudar [172] fits the corrected Hay [118] formula to monthly
[DG] measured during one year at Sringar (Kashmir). An approxi-
mate fixed value 0.25 is assumed for the albedo coeflicient, and a fairly
good agreement between observed and calculated data is obtained.

Scerri [225], using 24 years of irradiation and sunshine data for
Malta, perform linear regressions for {DD|/[DG] and [DD]/[DE] vs.
[DS)/[DSmaz), where [DSpaz] is the maximum value of DS recorded
for any day of the considered month during the whole experimental

period.
He finds D) [
DD DS|
— = 0.832 — 0.626 ———
pg = 082~ 068 g
with linear correlation coefficient » = —0.995, standard deviation of

the slope 0.0175 and standard deviation of the intercept 0.0132.
The second regression gives
[DD]

_ [DS]
[D_E] = 0.385 — 0.215 D]




118 CHAPTER 2. IRRADIATION FROM OTHER DATA

with correlation coefficient 0.97. The values of the parameters are
found to be similar to those which can be deduced from Glover and
McCulloch [101] for the latitude of Malta.

Andretta et al. {11] analyze irradiation and relative sunshine monthly
averages, calculated for a period of about 10 years at 28 Italian sta-
tions. They find a general P-correlation

(DG

DE|] ~ 0.23 + 0.37 [o]
with correlation coeflicient » = 0.796. If performed on individual
station data the correlations are much better, with r generally higher
than 0.90 and root mean square error ~ (0.015. The two parameters
a and b for each locality and the corresponding regression correlation
coeflicient are reported.
On the other hand, correlations performed on each month, considering
all localities together, gives a much worse determination (r ranges
from 0.50 in March to 0.87 in November). Nevertheless these twelve
fits are evaluated as statistically compatible with the overall fit already
quoted.
The authors analyze the sources of errors and conclude that the es-
timated error for [DG}/[DE), using the previously calculated overall
coefficients, is given by

A = 0.027 + 0017

VM

where M is the total number of available experimental years. Thus,
they claim that no significantly better result can be expected using
longer observation periods, most of the error coming from the inherent
imperfect correlation between the concerned variables.

Hawas and Muner {117] try to fit the P-regression, both in its
classical form and in the modified form suggested by Hay, to monthly
averaged data from 18 locations in India relative to about 15 years.
They find for the classical P-regression overall coefficients a = 0.299
and b = 0.448, with correlation of determination r> = 0.993. The
same relationship is shown to hold for individual sites.On the other
hand, they find for Hay’s corrected regression the specification

[DE]
DE

= 0.249 + 0.429 [¢] ,
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with no dramatic reduction in the scatter of the experimental points.

Abmad et al. [4], in order to draw solar irradiation maps for Iraq
on the basis of reliable irradiation data for few stations in the country,
analyze different possible statistical relationships between solar irra-
diation and other climatological parameters. They finally choose rel-
ative sunshine duration as the best predictor of monhly [D@] through
linear P-regression, and obtain the values: a = 0.3019, & = 0.3135 for
Mosul; @ = 0.4153, b = 0.2340 for Baghdad; a = 0.6573, b = 0.0228
for Basra.

A quadratic P-regression is also performed, but gives very slightly
improved results.

Lewis [160] looks for the best predictive formula for {D D] given
{DG] using data from two stations in Zimbabwe (Salisbury and Bul-
awayo) for which long term monthly means of these quantities exist.
He concludes that, among others, the best results are given by the
I-regressions

—_—

DD} _
e = 0.754 — 0.654 (0]  (r = —0.9912)

for Bulawayo and

[DD] _ =
—[—I-)-é]— = (.7794 — 0.689 [¢] {r = —0.9651)

for Salisbury. He uses the Bulawayo regression to estimate [DD)] for
other 3 stations in Zimbabwe.

. Bamiro [19], while comparing different formulae to estimate [DG]
on the basis of 5 years of measurements in Ibadan(Nigeria), reports the
P-regression coefficients {for monthly averages) a = 0.35 and b = 0.27,
which give correlation coefficient » = 0.78. A slight improvement is
obtained if [DS] is related to 12 hours, instead of to [DS,] (in this
case ¢ = 0.34, b = 0.29, r = 0.80).

- Khogali et al. [143] test the P-regression using reliable data from
Sana’a (Yemen) relative to 2 years, obtaining & = 0.262, b = 0.454
and » = 0.97. The same regression, performed using values of [DG]
estimated by the formula by Barbaro et al. [25] with K = 13 (see
below), gives & = 0.35, b = 0.36 and » = 0.995. The authors also
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test the I-regression for six localities in Yemen (from 2 to 5 years of
measurements), obtaining

[DG] -
BF = 0.92 — 0.83[¢] (r=1097)

Mani and Rangarajan [176] use the Hay modified P-regression to
fit [DG] data measured at 16 stations in India during periods ranging
from 8 to 21 years. They assume a mean ground albedo coeflicient
0.20 for all stations, and for each station they calculate the coefficients
for the relationship

[DG']
[DE}

The obtained ranges are 0.156 to 0.313 for a, 0.378 to 0.521 for b
and 0.860 to 0.975 for a + b. The agreement between computed and
observed values of [DG] is within 2% — 5% in most cases. The authors
suggest that 2 minimum of 5 years for each location is needed to obtain
reliable estimates.

Lewis [161] compares ten different empirical regression formulae
to [DG] data from Harare (Zimbabwe), finding that the simple P-
regression gives the most reliable results. He obtains the formula

= a + b[d]

[DG] = [DE] (0.317 + 0.464 [¢])

with standard errors 0.013 for ¢ and 0.020 for b and coeflicient of

determination 72 = 0.983. This equation is used to estimate monthly

average global irradiati